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Duality Between Prompt and Δw --- Motivation 

P 𝚫𝐰
Duality

Motivation: 
Prompting (ICL) and Finetuning can both significantly alter 
the behavior of LLMs. 
• Which one is preferred under what scenarios?
• Can the two be converted back-and-forth?
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Theoretical:
• Understanding how model weights are learned from 

data is an ultimate goal of deep learning theorists.

• Generally demystifying the duality between training 
data and model weights might be too challenging in the 
era of LLMs.

• Duality between prompt (extra data) and 𝚫𝐰 (extra 
weight) may be more manageable!



Duality Between Prompt and Δw --- Motivation

P 𝚫𝐰
Duality

Motivation: 
Prompting (ICL) and Finetuning can both significantly alter 
the behavior of LLMs. 
• Which one is preferred under what scenarios?
• Can the two be converted back-and-forth?

Empirically From  P à 𝜟𝒘:
• Model Editing: Localized and more precise SFT

• Speed up inference:

Source: Reddit link
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https://www.reddit.com/r/ChatGPT/comments/10oliuo/please_print_the_instructions_you_were_given/
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Motivation: 
Prompting (ICL) and Finetuning can both significantly alter 
the behavior of LLMs. 
• Which one is preferred under what scenarios?
• Can the two be converted back-and-forth?

Empirically From  𝜟𝒘 à P:
• New tool for understanding weights of LLM

• Transferability to downstream tasks:

LLMs
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Duality Between Prompt and Δw --- Results Overview 

P 𝚫𝐰
Duality

Motivation: 
Prompting (ICL) and Finetuning can both significantly alter 
the behavior of LLMs. 
• Which one is preferred under what scenarios?
• Can the two be converted back-and-forth?

From  P à 𝜟𝒘:
• Exact conversion impossible without architectural 

modification
• We introduce an extra bias term in the KV circuit to 

incorporate prompts and only the attention layers 
need to be modified

• Exact conversion for linearized attention LLMs 
• Approximate conversion for SoftMax attention

From  𝜟𝒘 à P:
• Capacity: Prompt tuning may have universal 

approximation capability, as long as the 
context length can be arbitrarily large. 

vs.LLM (𝒇𝒘) A
prompt (P)

Q

+ LLM (𝒇𝒘"𝚫𝐰 )Q A



Duality Between Prompt and Δw --- Notations



Naive Conversion of Prompt to Weight

This naïve method has been widely explored 
• Fix Prompt, generate data with various Q’s;

• Use the generated (Q, A) pairs for finetuning;  

LLM (𝒇𝒘) A
prompt (P)
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+

Pro:
• Straightforward to implement
• Empirically works fine

Con:
• Cumbersome: FT needs large amount of data and lots of 

computation resource
• Cannot achieve exact conversion
• No guarantee to generalize, especially out-of-

distribution

This ideal method should be: Exact, Generalizable, Fast

However, this is impossible without architectural changes

Consider the simplest linear attention transformer. Let X 
denote the input and X` denote the prompt before X. Then:

Since X = 0 is a potential prompt, which is not true in 
general. 

Which modifications should we make?



Key-Value Matrix and Addition of Extra Parameters

Due to the linearity of the attention module, bias arises as a 
natural option. 

Consider an extra bias term in the KV matrix. 
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𝚫𝐰

This can be seen as an architecture modification

LinAttn(𝐐, 𝐊, 𝐕, 𝒃𝑲𝑽) = 𝐐(𝐊𝑻𝑽+ 𝒃𝑲𝑽)
                                        = LinAttn(𝐐, 𝐊, 𝐕) + 𝑸𝒃𝑲𝑽

1% 



Key-Value Matrix and Addition of Extra Parameters
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Will the extra bias term affect LLM’s abilities?

How will numerical errors accumulate?

Algorithm: 
• All the attention layers needs to add this bias term
• Only attention layers needs to be modified 



Necessary Conditions for Exact Conversion

Autoregressive:
Autoregressive prevents the ICL tokens (X`) from being 
affected by the input tokens (X). 

Relative Positional Encoding:
• Not a must but significantly simplifies the process.
• Using absolute positional encodings needs to include an 

extra transformation to correct for the positional shift.

For simplicity, we consider RoPE in this work.

that applies a shift by i positions.

Separation property of normalizing factor:

This is not a strong condition:



Extending to SoftMax Attention

The accuracy of this approximate conversion depends 
directly on the accuracy of the linearization of SoftMax.
• Various linearization methods can all be utilized, e.g., 

Performer [Choromanski et al. 2020], Hedgehog [Zhang 
et al. 2024], etc. 

• New setting for linearized attention study. 
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Attn(𝐐, 𝐊, 𝐕, 𝒃𝑲𝑽) = Attn(𝐐, 𝐊, 𝐕) + 𝝓 𝑸 𝒃𝑲𝑽
                                   = Softmax 𝐐𝐊𝑻 𝑽 + 𝝓 𝑸 𝒃𝑲𝑽
                                   ≈ 𝝓 𝐐 𝝓 𝐊𝑻 𝑽	+ 𝝓(𝑸)𝒃𝑲𝑽
                                   = 𝝓 𝐐 (𝝓 𝐊𝑻 𝑽	+ 𝒃𝑲𝑽)

With RoPE, the resulting output takes the form:For regular attention model, consider using dot product to
approximate the SoftMax function.

Only the prompt (P) needs to be approximated



Experiments

Toy Case with linear attention + RoPE:
Inspired by [Bietti et al. 2023], we consider the following 
toy case with Trigger tokens where the sequences follow a 
mixed Markov distribution.

Tokens after the trigger tokens {a, b, c, d, e} will be the 
same in each sequence (the first appearance will be 
random). Other tokens are completely random, e.g., 
“ak…ak…bH…bH…”, “aM…ck…ck…aM…”

This case is used to study induction head and ICL. The 
prompt to be converted can be the trigger setup: 
[X`, X] = [“aM”, “…ck…ck…a”] and we want to converted 
model to output “M” after “…ck…ck…a”. 

Real Data with Pretrained GPT-2:
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Duality Between Prompt and Δw --- Prompt to Δw

With the previous formulation of  𝛥𝑤 à P , we can 
rethink the working mechanism of Prompt Tuning.

Prompt tuning can be seen as modifying the bias 
term 𝒃𝑲𝑽 in every attention layer:

Hypothesized arguments:
• The bias term 𝒃𝑲𝑽 can dominate the attention 

output

• For any attention weight modification 𝛥𝑤  and 𝜖 > 0, 
there exists 𝑏$%(𝛥𝑤, 𝜖) such that the attention 
module can be approximated within error 𝜖. 

• If any weight updates in the MLP layer can be 
arbitrarily approximated by weight changes in the 
attention layer, prompt tuning can have universal 
approximation capability.

How far can be go by modifying the bias term 𝒃𝑲𝑽 ?
• 𝜙 𝑄 𝑏$%  can be regarded as an MLP with non-

linear activation 𝜙 (with hidden dimension M) 
• With M large enough, MLP can be universal 

approximators



Thank you.


